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Windows HPC Server 2008 R2 Management Pack Guide

This document is a guide to the Windows HPC Server 2008 R2 Management Pack.

Document version

This guide was written based on version 3.1.3266.0 of the Windows HPC Server 2008 R2 Management Pack.

Introduction to the Windows HPC Server 2008 R2 Management Pack

The Windows HPC Server 2008 R2 Management Pack provides both proactive and reactive monitoring of the Windows HPC Server 2008 R2 cluster environment. It monitors Windows HPC Server 2008 R2 components – such as the head node, compute nodes, Windows Communication Foundation (WCF) broker nodes, workstation nodes, the cluster network, and the HPC Job Scheduler service – to report issues that can cause downtime or poor performance for the cluster that is running Windows HPC Server 2008 R2.
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Note 

The Windows HPC Server 2008 R2 Management Pack supports both Windows HPC Server 2008 R2 and Windows HPC Server 2008 R2 Service Pack 1 (SP1). For more information, see Supported Configurations.

For an overview of the functionality of the Windows HPC Server 2008 R2 Management Pack, see How Health Rolls Up and Key Monitoring Scenarios, later in this guide.

About Windows HPC Server 2008 R2

Windows HPC Server 2008 R2 brings high-productivity computing to the mainstream in a familiar Windows-based development environment. It provides a high-performance computing platform that is simple to deploy, operate, and integrate with existing infrastructure and tools. 

For detailed technical documentation on deploying and submitting jobs to a Windows HPC Server 2008 R2 cluster, go to the Windows HPC Server 2008 R2 Technical Library (http://go.microsoft.com/fwlink/?LinkId=168271).

Getting the Latest Management Pack and Documentation

You can find the Windows HPC Server 2008 R2 Management Pack in the System Center Operations Manager 2007 Catalog (http://go.microsoft.com/fwlink/?LinkId=82105).

What's New

The following features of the management pack are new since the HPC Server 2008 Management Pack:


Monitors for a greater number of HPC-related services on the cluster nodes, including the HPC MPI Service, the HPC Broker Service, the HPC Session Service, and the MSMQ Service


A monitor for the disk usage of the MSMQ service on broker nodes


A monitor for cluster power consumption efficiency, as well as configurable rules to dynamically increase the power consumption efficiency of compute nodes. (For more information, see Enabling Power Consumption Efficiency Monitor and Rules.)


Monitors for workstation nodes


Monitors for CPU utilization and memory utilization on compute nodes and workstation nodes 


Ability to monitor the collective status of a node group

Supported Configurations
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Important 

The Windows HPC Server 2008 R2 Management Pack can be used to monitor a Windows HPC Server 2008 R2 cluster or a Windows HPC Server 2008 R2 SP1 cluster. It cannot be used to monitor a Windows HPC Server 2008 cluster.

The following table details the supported configurations for the Windows HPC Server 2008 R2 Management Pack:

	Configuration
	Support

	Windows operating system and Microsoft HPC Pack 2008 R2 installed on the cluster nodes
	Supported for cluster nodes that meet the software requirements for Windows HPC Server 2008 R2. For more information, see “Prepare for your Deployment” in the Design and Deployment Guide for Windows HPC Server 2008 R2 (http://go.microsoft.com/fwlink/?LinkId=201563). 

	HPC databases installed on remote servers
	Supported for remote databases that meet the requirements in Deploying an HPC Cluster with Remote Databases Step-by-Step Guide (http://go.microsoft.com/fwlink/?LinkID=186534).

	Head node configured for high availability in a failover cluster
	Supported 
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Notes 


In a high availability head node environment, the monitors in the management pack for the following services do not work properly because the startup type of these services is set by default to Manual: HPC Diagnostics Service, HPC Job Scheduler Service, HPC SDM Store Service, and HPC Session Service. The services are monitored only when the startup type is set to Automatic. To monitor one of these services on a failover cluster by using the management pack, manually change the “Alert only if service startup type is automatic” option to False on the current active head node. The monitoring tools in Failover Cluster Manager can also be used to monitor the service.


In a System Center Operations Manager 2007 Service Pack 1 environment, some Windows HPC Server 2008 R2 events may not be gathered properly from a high availability head node. Events are gathered properly, however, using System Center Operations Manager 2007 R2.

	Broker node configured for high availability in a failover cluster
	Supported
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Notes 


Because the HPC Broker Service is not used on high availability broker nodes (both active and passive), it is recommended that you disable the HPC Broker Service during the installation of high availability broker nodes. If you do this, you should also disable the monitor for the HPC Broker Service in Operations Manager.


The Free MSMQ Disk Space Monitor does not work properly in a high availability broker node environment. If you have a broker node configured for high availability, it is recommended that you disable this monitor, or use the MSMQ Management Pack.

	Windows HPC Server 2008 R2 SP1
	Supported, but Windows Azure worker nodes are not monitored
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Note 

The following monitors in the management pack will include Windows Azure worker nodes in their calculations: Cluster CPU Usage, Cluster Disk Throughput, and Cluster Network Usage.

	Agentless monitoring
	Not supported


Getting Started

This section describes the actions you should take before you import the management pack, any steps you should take after you import the management pack, and information about customizations.

Before You Import the Management Pack

Before you import the Windows HPC Server 2008 R2 Management Pack, take the following actions:


Decide who is going to monitor the HPC cluster.


Configure HPC administrator rights for this domain account in HPC Cluster Manager. Some monitors and tasks contain PowerShell scripts or call diagnostic tools that must have HPC administrator rights to run.


If you will be monitoring workstation nodes, you will need an account that has local administrator privileges on the workstation nodes.

Files in This Management Pack

The Windows HPC Server 2008 R2 Management Pack includes the following files: 


Microsoft.HPC.2008R2.mp


Microsoft.HPC.Library.mp


EULA.doc

Recommended Additional Management Packs
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Note 

Required and recommended additional management packs can be found in the System Center Operations Manager 2007 Catalog (http://go.microsoft.com/fwlink/?LinkId=82105).

To function properly, the Windows HPC Server 2008 R2 Management Pack requires the following library management packs:


Windows Server Operating System Library


Microsoft.Windows.Server.Library.mp


Version: 6.0.6278.0 and above


Microsoft SQL Server Library


Microsoft.SQLServer.Library.mp


Version: 6.0.6278.0 and above

Additional management packs

The following additional management packs are recommended: 


Windows Server Operating System Management Pack for Operations Manager 2007

The Windows Server Operating System management pack provides the fundamental monitoring basics for computers running the Windows 2000 Server and Windows Server 2003, 2003 R2, 2008 and 2008 R2 Operating System.
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Note 

Microsoft.Windows.Server.Library.mp is included in the Windows Server Operating System Management Pack.


SQL Server Monitoring Management Pack

The Microsoft SQL Server Management Pack for Operations Manager 2007 provides discovery and monitoring of SQL Server® 2005, 2008, and 2008 R2.
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Notes 


SQL Server Express Edition is not supported by the Microsoft SQL Server Management Pack.


Microsoft.SQLServer.Library.mp is included in the Microsoft SQL Server Management Pack.


Windows Server Cluster Management Pack for Operations Manager 2007

The Windows Server Failover Cluster Management Pack provides both proactive and reactive monitoring of your Windows Server 2003, Windows Server 2008 and Windows Server 2008 R2 cluster deployments. It monitors Cluster services components (such as nodes, networks, and resource groups) to report issues that can cause downtime or poor performance.


Message Queuing 4.0 Management Pack for Operations Manager 2007

The Message Queuing Management Pack provides monitoring for Microsoft Message Queuing Services (MSMQ) version 4.0.

How to Import the Windows HPC Server 2008 R2 Management Pack

For instructions about importing a management pack, see How to Import a Management Pack in Operations Manager 2007 (http://go.microsoft.com/fwlink/?LinkId=142351).

After the Windows HPC Server 2008 R2 Management Pack is imported, follow these procedures to finish your initial configuration: 


Create a New Management Pack for Customizations (optional) 


Enable the Agent Proxy Setting on the Head Nodes

Set the PowerShell Execution Policy on the Cluster Nodes

Enable Manual Agent Installations

Set DiagnosticTest Credentials on the Head Node

Set Default Action Account to Monitor Cluster Nodes
Create a New Management Pack for Customizations

Most vendor management packs are sealed so that you cannot change any of the original settings in the management pack file. However, you can create customizations, such as overrides or new monitoring objects, and save them to a different management pack. By default, Operations Manager 2007 saves all customizations to the Default Management Pack. As a best practice, you should instead create a separate management pack for each sealed management pack you want to customize.

Creating a new management pack for storing overrides has the following advantages: 


It simplifies the process of exporting customizations that were created in your test and pre-production environments to your production environment. For example, instead of exporting the Default Management Pack that contains customizations from multiple management packs, you can export just the management pack that contains customizations of a single management pack.


You can delete the original management pack without first needing to delete the Default Management Pack. A management pack that contains customizations is dependent on the original management pack. This dependency requires you to delete the management pack with customizations before you can delete the original management pack. If all of your customizations are saved to the Default Management Pack, you must delete the Default Management Pack before you can delete an original management pack.


It is easier to track and update customizations to individual management packs.

For more information about sealed and unsealed management packs, see Management Pack Formats (http://go.microsoft.com/fwlink/?LinkId=108355). For more information about management pack customizations and the Default Management Pack, see About Management Packs in Operations Manager 2007 (http://go.microsoft.com/fwlink/?LinkId=108356).

Enable the Agent Proxy Setting on the Head Nodes

The Agent Proxy setting needs to be enabled on all head nodes of the cluster to discover managed objects in the cluster.
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To enable the Agent Proxy setting

	1.
Open the Operations Console and click the Administration button.

2.
In the Administration pane, click Agent Managed.

3.
Double-click a managed head node in the list.

4.
Click the Security tab.

5.
Select Allow this agent to act as a proxy and discover managed objects on other computers.

6.
If the head node is configured for high availability, repeat steps 3 through 5 for the remaining managed head node. 


You can also run the following PowerShell script to enable the proxy option after the installed agents are added to the Agent Managed Computer Group. Note that the computers will be moved into the Agent Managed Computer Group automatically if the agents are installed by the Discovery Wizard on the Operations Manager server. However, if the agents are installed locally on each machine, those computers will be first placed in the Pending Management Group. After you manually choose Approve, the computers will be moved to the Agent Managed Computer Group.

$serverName= <MANAGEMENT_SERVER>;

$groupDisplayName="Agent Managed Computer Group";

add-pssnapin "Microsoft.EnterpriseManagement.OperationsManager.Client"; 

set-location "OperationsManagerMonitoring::"; 

new-managementGroupConnection -ConnectionString:$serverName; 

set-location $serverName; 

$group = get-monitoringobject | where {$_.DisplayName -eq $groupDisplayName} 

$relatedMonitoringObjects = $group.GetRelatedMonitoringObjects() 

foreach($monitoringObject in $relatedMonitoringObjects) 

{ 

$agent = get-agent | where {$_.PrincipalName -eq $monitoringObject.DisplayName} 

if($agent -ne $null) 

{ 

    "Enabling proxying for " + $agent.PrincipalName 

    $agent.ProxyingEnabled = $true 

    $agent.ApplyChanges() 

} 

}

net stop HealthService;

net start HealthService;

Set the PowerShell Execution Policy on the Cluster Nodes

The PowerShell execution policy on the head node, compute nodes, broker nodes, and workstation nodes needs to be changed from Restricted (the default setting) to RemoteSigned or to Unrestricted to enable the Operations Manager agent to run PowerShell-based scripts on the cluster.

To change the setting, run one of the following PowerShell commands on each node in the cluster:

Set-ExecutionPolicy –ExecutionPolicy RemoteSigned
-OR-

Set-ExecutionPolicy –ExecutionPolicy Unrestricted
Enable Manual Agent Installations

To enable manual agent installations on the nodes in the cluster, you must select the Review new manual agent installation in pending management view option in the Operations Manager security settings.
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To enable manual agent installations

	1.
Open the Operations Console and click the Administration button.

2.
In the Administration pane, click Settings.

3.
In the Settings pane, expand Server.

4.
Right-click Security, and then click Properties.

5.
On the General tab, click Review new manual agent installation in pending management view.


Set DiagnosticTest Credentials on the Head Node

The HPC cluster administrator must configure domain credentials on the head node for running the MPI Ping Pong: Lightweight Throughput diagnostic test. The credentials are needed because this test is used to monitor the MPI service. 

You can set the diagnostic test credentials by running the Set-HpcTestCredential HPC PowerShell cmdlet.

Set Default Action Account to Monitor Cluster Nodes

To monitor the nodes in the cluster using the Windows HPC Server 2008 R2 Management Pack, you must configure the Default Action Account with the appropriate privileges. For more information, see Security Considerations.
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To set the Default Action Account

	1.
Open the Operations Console, expand Security, and then click Run As Profiles.

2.
In the Run As Profiles pane, double-click Default Action Account, and then click the Run As Accounts tab.

3.
Under Run As Accounts, set the agent account that is running on each target computer with appropriate privileges to discover the node role. A domain account is usually used in this case.


Optional Configuration

This section includes the following topics:


Use Clusrun to Deploy Agents onto the Nodes of the Cluster

Enabling Performance Threshold Monitors

Enabling Power Consumption Efficiency Monitor and Rules

Tuning Performance Threshold Rules
Use Clusrun to Deploy Agents onto the Nodes of the Cluster

You can use the Windows HPC Server 2008 R2 clusrun command to deploy the Operations Manager agent on the nodes in the HPC cluster.

You can run clusrun with the following command:

msiexec.exe /i \\path\Directory\MOMAgent.msi  USE_SETTINGS_FROM_AD=0 MANAGEMENT_GROUP=<MG_Name> MANAGEMENT_SERVER_DNS=<MSDNSNAME> ACTIONS_USE_COMPUTER_ACCOUNT=0 ACTIONSUSER=<AccountUser> ACTIONSDOMAIN=<AccountDomain> ACTIONSPASSWORD=<AccountPassword> /qn

Enabling Performance Threshold Monitors

It is very difficult to set performance threshold monitors that are suitable for most environments; therefore, most performance threshold rules are initially disabled, and the threshold values are configured so that they do not trigger state changes. The following table lists the performance threshold monitors that we recommend you enable. Before you enable a performance threshold monitor, you should baseline the relevant performance counters, and then apply the appropriate overrides to define and enable a suitable threshold for your environment. 

	Monitor Name
	Target
	Elements to be Configured

	Cluster CPU Usage monitor
	Windows HPC Server 2008 R2 active head node
	Low threshold – The threshold value for the warning state.

High threshold – The threshold value for the critical state.

	Cluster Disk Throughput monitor
	Windows HPC Server 2008 R2 active head node
	Low threshold – The threshold value for the warning state.

High threshold – The threshold value for the critical state.

	Cluster Network Usage monitor
	Windows HPC Server 2008 R2 active head node
	Low threshold – The threshold value for the warning state.

High threshold – The threshold value for the critical state.

	CPU Utilization monitor
	Separate monitors are targeted to the Windows HPC Server 2008 R2 head node, compute nodes, broker nodes, and workstation nodes 
	Threshold – The threshold value for the warning state.

	Memory Utilization monitor
	Separate monitors are targeted to the Windows HPC Server 2008 R2 head node, compute nodes, broker nodes, and workstation nodes 
	Threshold – The threshold value for the warning state.

	Daily Job Queue Time monitor
	Windows HPC Server 2008 R2 job scheduler
	Low threshold – The threshold value for the warning state.

High threshold – The threshold value for the critical state.


Enabling Power Consumption Efficiency Monitor and Rules

In the Windows HPC Server 2008 R2 management pack, you can enable the monitor and rules listed in the following table to increase the power consumption efficiency of the compute nodes in the cluster. If you enable the monitor and the rules, you should determine whether the default configurations are appropriate for your cluster environment.

	Monitor or Rule Name
	Target
	Elements to be Configured

	Cluster Power Consumption Efficiency monitor
	Windows HPC Server 2008 R2 active head node
	Consumption threshold – The threshold value for the warning state (by default, when it is enabled, the monitor is in a warning state when the power consumption efficiency of compute node cores in the cluster is less than 40% at five consecutive sampling points).

	Calendar-Based Power Management rule
	Windows HPC Server 2008 R2 active head node
	PowerOnPercentage – The minimum percentage of compute nodes in the cluster that must be powered on during power-saving mode (default value 70%).

StartTime – The time each day when power-saving mode for compute nodes starts.

EndTime – The time each day when power-saving mode for compute nodes ends.

ExcludedDays – A list of days each week when compute nodes are excluded from entering power-saving mode.

	Consumption-Based Power Management rule
	Windows HPC Server 2008 R2 active head node
	HighCapacityLevel – The value for configuring high compute node capacity (default value 100%). 

MediumCapacityLevel – The value for configuring medium compute node capacity (default value 80%). 

LowCapacityLevel – The value for configuring low compute node capacity (default value 60%). 

UpperQueueLength - The length of the job queue above which the rule can cause the compute nodes to reach a higher capacity level (default value 5).

LowerQueueLength - The length of the job queue below which the rule can cause the compute nodes to reach a lower capacity level (default value 1).

LowConsumption - The compute node consumption percentage below which the rule can cause the compute nodes to reach a lower capacity level (default value 40%).


Tuning Performance Threshold Rules

The following table lists performance threshold rules that have default thresholds that might require additional tuning to suit your environment. You should evaluate these rules to determine whether the default thresholds are appropriate for your environment. If a default threshold is not appropriate for your environment, you should baseline the relevant performance counters, and then adjust the threshold by overriding them.

	Rule Name
	Default Threshold

	Failed Jobs Proportion
	Healthy – The number of failed jobs is less than or equal to 20% of total finished jobs. 

 Warning – The number of failed job is greater than 20% and less than or equal to 70% of total finished jobs. 

 Critical – The number of failed job is greater than 70% of total finished jobs

	Unreachable Node Proportion
	Healthy – The number of unreachable nodes is less than or equal to 20% of total finished jobs. 

 Warning – The number of unreachable nodes is greater than 20% and less than or equal to 80% of total finished jobs. 

 Critical – The number of unreachable nodes is greater than 80% of total finished jobs


Security Considerations

For Windows HPC Server 2008 R2 Management Pack discovery and monitoring to work, the agent Run As Account must refer to an account that has the necessary privileges on the computer:


HPC administrator privileges are needed to monitor the head node, compute nodes, and broker nodes in the cluster. To configure an account as an HPC administrator, use HPC Cluster Manager.


Local administrator privileges are needed to monitor workstation nodes. The account must be a member of the local Users group on each of the workstation computers. The administrator of workstations in your organization should determine which users are added as members of the Users group on the workstation computers.

In addition, in Run As Profiles, you must associate the HPC administrator account and the local administrator account for workstation nodes with the HPC Server Admin Action Account to monitor the corresponding agents. 
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Notes 


Because of the administrative privileges that are required to monitor cluster nodes, the Windows HPC Server 2008 R2 Management Pack cannot be operated using a low-privileged account.


The HPC Server User Action Account used for the Windows HPC Server 2008 Management Pack is deprecated.

Understanding Management Pack Operations

This section contains the following topics:


Objects the Management Pack Discovers

How Health Rolls Up 


Key Monitoring Scenarios
Objects the Management Pack Discovers

The Windows HPC Server 2008 R2 Management Pack discovers the following object types:


HPC 2008 R2 Active Head Node


HPC 2008 R2 Broker Node


HPC 2008 R2 Cluster


HPC 2008 R2 Compute Node


HPC 2008 R2 Database


HPC 2008 R2 Head Node


HPC 2008 R2 Job Scheduler


HPC 2008 R2 Network


HPC 2008 R2 Node


HPC 2008 R2 Node Group


HPC 2008 R2 Node Role


HPC 2008 R2 Workstation Node

How Health Rolls Up

The Windows HPC Server 2008 R2 Management Pack uses a layered structure to calculate health. The health of one layer is dependent on the health of the lower layer components. The top-level component is the Cluster object. 

The second level in the model consists of the head node, compute nodes, Windows Communication (WCF) broker nodes, workstation nodes, and the cluster network. The health of each of these components directly affects the health of the cluster. Lower levels in the model consist of services, databases, and operating systems that run on the nodes. 

The following diagram shows how the health states of components roll up in this management pack.
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Key Monitoring Scenarios

The Windows HPC Server 2008 R2 Management Pack includes a number of key monitoring scenarios that are configurable. These monitoring scenarios are enabled with monitors, rules, alerts and tasks to help manage an HPC cluster. 

This section contains the following topics:


Head node monitoring

Job scheduler monitoring

Broker node, compute node, and workstation node monitoring

Placing monitored objects in maintenance mode
Head node monitoring

The head node is the most important component in an HPC cluster. The head node is responsible for both cluster management and job scheduler functionalities. The “Head Node” folder contains alert, state, and performance views for head node monitoring. 

The following table lists the monitoring scenarios for the cluster management service on the head node. The monitoring scenarios for the job scheduler functionalities are discussed separately in Job scheduler monitoring, later in this topic.

	Scenario
	Monitoring Elements

	Cluster metrics monitoring
	Important cluster-wide metrics can indicate whether the cluster is in a congested state or not. These metrics include:


Cluster CPU usage


Cluster disk throughput


Cluster network usage


Cluster power consumption efficiency

These monitors are disabled by default. To use these monitors, they need to be enabled and their thresholds need to be configured. For more information, see Enabling Performance Threshold Monitors.

	Management component monitoring
	The health of the management component is tracked by monitoring the registry configuration, services, and events.

Registry configuration
Check the registry settings under SOFTWARE\Microsoft\HPC are correct.

Services
Check whether the following services are running:


HPC Basic Profile Web Service (monitoring can be disabled if the HPC Basic Profile is not being used)


HPC System Definition Model (SDM) Store Service 


HPC Management Service


HPC MPI Service


Windows Deployment Services (WDS) Server service (monitoring can be disabled if WDS is not used on the head node. - for example, when only an enterprise network topology is used for the cluster)


HPC Session Service


HPC Node Manager Service


HPC Diagnostics Service


HPC Reporting Service

Events
Monitor events for the HPC Management Service to track operations errors 

	Node performance
	These metrics can indicate whether the node is performing properly. These metrics include:


CPU utilization


Memory utilization

These monitors are disabled by default. To use these monitors, they need to be enabled and their thresholds need to be configured. For more information, see Enabling Performance Threshold Monitors.

	Database monitoring
	Check connectivity to the HPC databases (installed either on the head node or on remote servers that are running SQL Server). If the databases are installed on remote servers, the SQL Server Library Management Pack can be imported to provide additional monitoring capabilities.

	Head node network monitoring
	Head node network monitoring contains some basic network configuration and performance monitoring elements:


NetworkDirect configuration


Network firewall configuration


Basic MPI ping-pong test performance (this monitor uses the MPI Ping Pong: Lightweight Throughput diagnostic test in Microsoft HPC Pack 2008 R2)


Job scheduler monitoring

To schedule jobs on the cluster, the HPC Job Scheduler Service and the compute nodes on which the jobs are scheduled need to be healthy. The “Job Scheduler” folder contains alert, state, and performance views for HPC Job Scheduler monitoring.

The following table lists the monitoring scenarios for the job scheduler. 

	Scenario
	Monitoring Elements

	Job scheduling monitoring
	The following monitors track whether jobs are running smoothly on the cluster:


HPC Job Scheduler Service monitor 


HPC Job Scheduler Service event monitor tracks the number of warning and error events produced by the HPC Job Scheduler Service


Failed job proportion monitor tracks the percentage of failed jobs against all completed jobs. (This monitor should be configured for individual cluster usage.)


Unreachable node proportion monitor tracks the percentage of nodes in the cluster that can be reached in the cluster. (This monitor should be configured for individual cluster usage.)


Daily job queue time monitor tracks the average daily wait time. (This monitor is disabled by default. To use this monitor, it needs to be enabled and its threshold should be configured.)

	Submission and activation filter monitoring
	The monitors in this category track job submission and activation filter configuration and performance:


Submission and activation filters availability


Submission and activation filters timeout


Broker node, compute node, and workstation node monitoring

The Windows HPC Server 2008 Management Pack provides basic monitoring capabilities for compute nodes and Windows Communication Foundation (WCF) broker for Windows Communication Foundation (WCF) broker nodes, compute nodes, and workstation nodes in the cluster. The “Broker Node”, Compute Node” and “Workstation Node” folders contain alert, state, and performance views for monitoring these nodes.

The following table lists the monitoring scenarios in this category.

	Scenario
	Monitoring Element

	Broker node monitoring
	Connectivity
Check whether the node is reachable from the head node.

Services
Check whether the following services are running:


HPC Management Service


HPC MPI Service


HPC Node Manager Service


HPC Broker Service 


MSMQ Service 


Net.TCP Port Sharing Service 

Events
Monitor events for the HPC Management Service to track operations errors

Performance
These metrics can indicate whether the node is performing properly. These metrics include:


CPU utilization


Memory utilization


MSMQ utilization

The CPU and memory utilization monitors are disabled by default. To use these monitors, they need to be enabled and their thresholds need to be configured. For more information, see Enabling Performance Threshold Monitors.

	Compute node and workstation node monitoring
	Connectivity
Check whether the node is reachable from the head node.

Services
Check whether the following services are running:


HPC Management Service


HPC MPI Service


HPC Node Manager Service

Events
Monitor events for the HPC Management Service to track operations errors

Performance
These metrics can indicate whether the node is performing properly. These metrics include:


CPU utilization


Memory utilization

The CPU and memory utilization monitors are disabled by default. To use these monitors, they need to be enabled and their thresholds need to be configured. For more information, see Enabling Performance Threshold Monitors.


Placing monitored objects in maintenance mode

When a monitored object, such as a computer or distributed application, goes offline for maintenance, Operations Manager 2007 detects that no agent heartbeat is being received and, as a result, might generate numerous alerts and notifications. To prevent alerts and notifications, place the monitored object into the maintenance mode. In the maintenance mode, alerts, notifications, rules, monitors, automatic responses, state changes, and new alerts are suppressed at the agent.

For general instructions about placing a monitored object in maintenance mode, see How to Put a Monitored Object into Maintenance Mode in Operations Manager 2007 (http://go.microsoft.com/fwlink/?LinkId=108358).

PAGE  

